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Abstract  

This research aims to determine the eligibility of recipients for the Program Indonesia Pintar (PIP) among 

students of SMPN 9 Blitar by applying the K-means clustering algorithm. PIP is an educational assistance 

program targeted at students from economically disadvantaged families in Indonesia. However, the 

selection process for recipients still needs improvement to be more efficient and accurate. In this study, 

data on students' socioeconomic status as input variables were collected with a sample size of 286. The K-

means clustering method was used to divide students into groups based on similar characteristics, including 

family income level, access to facilities for underprivileged families, parents' or guardians' employment 

status, and household conditions. By grouping these characteristics, it becomes possible to accurately 

determine the eligibility of PIP recipients. The result of this research is that the implementation of the K-

means clustering method can improve accuracy in determining eligibility for PIP recipients efficiently. 

Specifically, out of 286 students analyzed in this study, 201 were found eligible while 85 were deemed 

ineligible. 
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1. INTRODUCTION  

The importance of education is the responsibility of the government in developing 

education for citizens to become human beings who have a healthy character and social 

life. The short specification can be said that education is the key to forming quality human 

resources. 

Education is always changing and developing drastically so that the government 

must further improve the quality and quantity of education in the State of Indonesia. In 

this case the teaching (teachers), facilities, and education personnel are further improved, 

with the aim of advancing the country. PIP is a poor student assistance program that 

covers students from SD / MI, SMP / MTs, SMA / SMK / MA education levels. In this 

case, the provision of PIP assistance must be given to students who deserve this 

assistance, because many children who are still in education have the right to get and 

follow education. 
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In this case, SMPN 9 Blitar is one of the schools that has problems related to 

determining PIP recipients. This school is located in Pakunden Village, Sukorejo 

Subdistrict, precisely on the border between Blitar City and Blitar Regency. Due to its 

location on the outskirts of the city or border, most of the jobs of parents or guardians of 

students include casual laborers, farmers and small traders. Related to this, from an 

economic point of view, the majority of parents of students in this school are classified 

as poor or vulnerable to poverty. 

From this background, the problem faced is how the school policy determines or 

chooses which students really deserve PIP, so that the program run by the government is 

appropriate and right on target in the criteria for its provision. 

In solving this problem, the author has a solution that is in accordance with the 

problems faced, namely by applying the K-Means Algorithm using the Data Clustering 

Method.  This method can help determine the group of students who are eligible to receive 

PIP and the group that is not eligible to receive PIP, by grouping the data variables taken 

from student data. Some of the data variables used are about parents' income, parents' 

occupation, number of siblings, living status, ownership of a certificate of incapacity and 

other data. 

The reason for using the K-Means algorithm is because this algorithm can be used 

to divide a number of random data into partitions based on categories that exist in a set of 

data. This algorithm is one of the most popular and accurate algorithms to be applied and 

run for the data clustering process. Meanwhile, the clustering process is a series of 

processes to explore the added value of a data set in the form of unknown knowledge. 

Clustering is also a method that can group raw or random data into data sets that have a 

very close level of similarity. By applying K-Means Clustering, it can help schools group 

students who are eligible to be proposed for PIP and which students are not eligible to be 

proposed for PIP based on student data that has been processed. Thus K-Means Clustering 

is very useful to explore information from existing data, so that it can be used as a solution 

to solving a problem. 

 

2. METHOD 

2.1 The Flow of K-Means Clustering Process 

The following is the flow or stages of the initial process, namely data collection to the 

calculation stage with K-Means Clustering. 

 

Picture. 2.1 Stages of data clustering process 

2.2 Data Collection Stage 
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The research was located at SMPN 9 Blitar, which is located at Jalan Widas No. 29 

Sukorejo District, Blitar City. As for the time of this research starting from February 1, 

2023 to March 2023 by: 

1. Observation 

Observation activities are carried out directly at SMPN 9 Blitar. From the results 

of observations obtained data that can be used in research. 

2. Interview 

Interview activities were carried out with stakeholders related to the research case, 

in this case SMPN 9 Blitar. 

3. Questionnaire 

The questionnaire was filled in by the student guardian by filling out the form that 

had been distributed by the school by answering a number of questions. 

Respondents will be asked to answer the questions based on their personal data. 

 

Picture 2.2 Student Preliminary Data 
2.3 Data Processing Stage 

1. Data Selection 

Data selection is the process of determining data for research, after which 

determining attributes related to the research is carried out. The data used from 

the Dapodik Application of SMPN 9 Blitar which is individual student data 

containing student names, number of siblings, type of residence, means of 

transportation, KPS recipient status, KIP recipient status, certificate of incapacity, 

father and mother's occupation, and father and mother's income and others. 

2. Data Pre-Processing 

At this stage the data will be adjusted before starting the K-Means Clustering 

calculation process, the Pre-Processing processes carried out in this study include: 

• Data Cleaning Process 

In the data cleaning process is a process to eliminate empty data, data that is 

not needed or irrelevant (noise) that has no relationship to research. 

• Data Transformation Process 

In the data transformation process is the process of changing the form of data 

into the appropriate form as needed in the mining process. In this study, all 

data used is numeric so polynomial data must be transformed into numeric 

form. 

3. Attribute Selection 

This selection is to determine which attributes are used, therefore an attribute 

selection stage is needed in order to know which attributes are relevant and have 
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a relationship between fellow attributes. The following is attribute data that has 

been selected to be used as research data. 

 

Picture 2.3 The attributes used 
4. Application of K-Means Clustering 

The K-Means Clustering method is to group some data into groups that explain 

the data in one group has the same characteristics and has different characteristics 

from the data in other groups. Here is the process flow or flowchart of the K-

Means Clustering algorithm: 

 

Picture. 2.4 Flow Chart K-Means Clustering 

Here are the steps of K-Means: 

1. Determine K (the value is free) as the number of clusters to be formed. 

In this research, the value of K = 2, namely C1 students who are eligible to receive 

PIP and C2 students who are not eligible for PIP. 

2. Generate a random value for the initial cluster center (centroid) as many as K. 

3. Calculate the distance of each input data to each centroid using the Euclidean 

Distance formula until the closest distance of each data to the centroid is found. 

Here is the Euclidian Distance equation: 

 ………......................................................... (2.1) 

xi : initial centroid point 

µϳ : many number of attributes 

4. Classify each data based on its proximity to the centroid (smallest distance). 

5. Update the new centroid values obtained from the average of the cluster concerned 

using the formula: 
…….............................................................….. (2.2) 
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6. Repeat from steps 3 to 5, until the results of the members of each cluster have not 

changed (converged). 

 

3. RESULTS AND DISCUSSION 

3.1 Research Data 

The research data here uses 7th grade student data for the 2022/2023 academic year which 

has gone through the cleaning process. The following is the data obtained: 

 

Picture 3.1 Research Data 

3.2 Transformation of each data and attribute 

The first step is to give a symbol to each attribute used to make it easier to read the data, 

in this study all attributes are likened to the X symbol, 

 

Picture 3.2 Attribute Data 

 

Next, perform data transformation, which aims to change the form of the initial data into 

a suitable form as needed in the mining process. 

 

Transformation of parent income data 

 

Ket : Data on parents' income is transformed with a number scale of 1 to 6. Number 1 is 

for the smallest income while number 6 is for the largest income. 

 

Data transformation of number of siblings 
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Ket: The number of siblings is converted to a number scale of 1 to 6. The number 1 is 

for the largest number of siblings while the number 6 is for those with no siblings or 

only children. 

 

Ownership Transformation (Pre-Prosperity Card) 

 

Ket : Data on the ownership of pre-prosperity cards was changed to a scale of 1 to 5. 1 

is for the highest priority card, PKH, while 5 is for those who do not have one at all. 

 

Transformation of Certificate of Disability 

 

Ket : Data on the ownership of a certificate of incapacity is converted on a scale of 1 to 

6. The number 1 is for the highest priority card from the Social Affairs Office while the 

number 6 is for those who do not have one at all. 

 

Here are the overall results of the test data that has gone through the data transformation 

process. 
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Picture 3.3 Data after the transformation process 
1. Determining the Initial Centroid Center 

In this study, 2 clusters were determined, namely: 

Cluster Eligible to Receive PIP (C1) 

Cluster Not Eligible to Receive PIP (C2) 

Next, determine the cluster point or initial centroid which is taken randomly from student 

data. From all student data, here we take the initial centroid data, namely : 

 

 

2. Calculating the distance from the centroid 

The next step calculates the distance of all data or values to each initial centroid, using 

the eucludian distance formula. This calculation process is called iteration. The method 

is as follows: 

 

Calculating the 1st student data with centroid 1 

D1 = √(1 − 𝟑)2 + (5 − 𝟓)2 + (3 − 𝟑)2  + (1 − 𝟏)2 

D1 = √(−2)2 + (0)2 + (0)2+ (0)2 

D1 = √4 + 0 + 0 + 0 = 4 

D1 = 2,00  

 

Calculating the 1st student data with centroid 2 

D2 = √(5 − 𝟑)2 + (4 − 𝟓)2 + (3 − 𝟑)2  + (6 − 𝟏)2 

D = √(2)2 + (−1)2 + (0)2  + (5)2   

D2 = √4 + 1 + 0 + 25 = 30 

D2 = 5,48 
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3. Calculating the 1st Iteration 

The next step continues to calculate the distance for all students in the same way as the 

1st student with the eucludian distance formula then we will get the results of the 1st 

Iteration. 

 

Picture 3.4 Calculation results of iteration 1 
In the 1st iteration calculation, the group members of cluster 1 and cluster 2 are obtained, 

namely:  

C1 members: 201 (PIP Eligible Students) 

 C2 consists of :   85 (Students Not Eligible for PIP) 
4. Calculating the new Centroid 

After getting the results of the 1st iteration, the next step is to calculate the new centroid. 

To calculate the new centroid is by the way. Sum all data on each attribute X1 through 

X4 which are members of each cluster (C1 and C2). Next is to divide each attribute data 

that has been summed by the total number of cluster members.  

 

So until this stage the new centroid has been obtained from the calculation of Cluster 1 

and Cluster 2, namely : 

 

5. Calculating the 2nd Iteration 
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In this step, it is the same as the previous step, namely calculating the distance of the data 

value to the centroid using the Eucludian Distance formula but this time using the latest 

centroid data, then the result: 

In the 2nd Iteration calculation, the member groups of cluster 1 and cluster 2 are obtained, 

namely:     

C1 members: 199 (PIP Eligible Students) 

C2 consists of :   87 (Students Not Eligible for PIP) 

 

From these results the data is still not the same or convergent, so we do the calculation 

until the data does not change. 

 

Picture 3.5 Comparison Results of 3rd and 4th Iterations 

After doing up to the 4th iteration, do the same comparison as before, namely comparing 

the calculation results of the 3rd iteration and the 4th iteration. 

 

Picture 3.6 Results of List of Students Eligible and Not Receiving PIP 

 

From the table above, both the number of members of each cluster C1 and C2 and the 

centroid point of each cluster are exactly the same. It can be concluded that the results of 

the 4th iteration have converged. So with this the iteration process has stopped and the 

desired results have been obtained: 

C1 consists of : 201 (PIP Eligible Students) 

C2 consists of :   85 (PIP Ineligible Students) 
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4. CONCLUSION 

The results of this study indicate that the use of the K-Means Clustering Algorithm 

is very effective in grouping students into two groups, namely the group of students who 

are eligible to receive (PIP) which amounts to 201 students and the group that is not 

eligible to receive 85 students. So that the application of K-Means clustering provides a 

clear picture and makes it easier for schools to determine aid recipients based on the 

desired criteria. 
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