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Abstrak: Adopsi kendaraan listrik yang semakin meningkat di Indonesia telah memunculkan berbagai opini publik, sehingga 

diperlukan analisis sentimen untuk memahami perspektif Masyarakat. Penelitian ini bertujuan untuk membandingkan 

performa dua model berbasis transformer, yaitu IndoBERTweet dan IndoBERT dalam menganalisis sentimen terhadap 

kendaraan listrik di Indonesia. Dataset dikumpulkan dari tweet atau komentar online berbahasa Indonesia. Data ini kemudian 

melalui tahap prapemrosesan, pelabelan sentimen menjadi sentiment positif, netral, dan negative, serta fine-tuning pada 

kedua model. Model dievaluasi berdasarkan akurasi, presisi, recall, dan F1-score. Hasil eksperimen menunjukkan bahwa 

IndoBERTweet memiliki performa lebih baik dibandingkan IndoBERT dalam klasifikasi sentimen. Performa terbaik yang 

dicapai IndoBERTweet adalah akurasi sebesar 82,40% dengan F1-score sebesar 82,39%. Sedangkan, IndoBERT mencapai 

akurasi sebesar 75,98% dengan F1-score sebesar 75,46%. Penelitian ini menyoroti pentingnya penggunaan model domain 

spesifik untuk analisis sentiment dan berkontribusi pada kemajuan natural language processing (NLP). 

 

Kata Kunci— analisis sentimen, IndoBERT, IndoBERTweet, kendaraan listrik 

 

Abstract: The increasing adoption of electric vehicles in Indonesia has sparked various public opinions, necessitating 

sentiment analysis to understand societal perspectives. This study aims to compare the performance of two transformer-based 

models, IndoBERTweet and IndoBERT, in analyzing sentiments towards electric vehicles in Indonesia. Using a dataset 

collected from Indonesian language tweets and online comments, the data undergoes preprocessing, sentiment labelling into 

positive, negative, and neutral sentiments, and subsequent fine-tuning of both models. The models are evaluated based on 

accuracy, precision, recall, and F1-score. Experimental results demonstrate that IndoBERTweet achieves superior 

performance compared to IndoBERT in sentiment classification. The best performance recorded for IndoBERTweet was an 

accuracy of 82,40%, with an F1-score of 82,39%, while IndoBERT achieved an accuracy of 75,98% and an F1-score of 

75,46%. These findings highlight the importance of using domain-spesific models for sentiment analysis and contribute to 

advancements in Indonesia-language natural language processing (NLP). 

 

Keywords— sentiment analysis, IndoBERT, IndoBERTweet, electric vehicles 

 

I. PENDAHULUAN 

DOPSI kendaraan listrik yang pesat di Indonesia telah memunculkan beragam opini publik yang 

memengaruhi perspektif masyarakat terkait keberlanjutan, keterjangkauan, dan kesiapan 

infrastruktur. Memahami sentimen ini sangat penting bagi pembuat kebijakan, produsen, dan 

pemangku kepentingan untuk menanggapi kekhawatirkan public serta menyusun strategi adopsi 

kendaraan listrik yang lebih efektif. Analisis sentimen yang memanfaatkan teknik Natural Language 

Processing (NLP) menyediakan pendekatan sistematis untuk menganalisis opini yang diungkapkan 

dalam diskusi daring, unggahan media sosial, dan artikel berita. Analisis sentimen menyediakan metode 

untuk mengekstrasi opini dari data teks. 

 Beberapa penelitian telah mengeksplorasi analisis sentimen terhadap kendaraan listrik 

menggunakan berbagai pendekataan machine learning dan deep learning. Salah satu metode 

konvensional yang banyak digunakan adalah metode Naïve Bayes. Metode Naïve Bayes dapat melakukan 

analisis sentimen kendaraan listrik di sosial media X dengan accuracy diatas 80 % [1]-[4]. Tetapi, ada 
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juga akurasi model yang menggunakan metode Naïve Bayes tidak mencapai 80% [5] Metode lain yang 

sering digunakan selain Naïve Bayes adalah metode Support Vector Machine (SVM). Dibandingkan 

dengan Naïve Bayes, SVM memberikan performa yang lebih baik. Akurasi yang diberikan SVM lebih 

tinggi dibandingkan dengan Naïve Bayes. Akan tetapi, waktu eksekusi SVM lebih lama dibandingkan 

dengan Naïve Bayes [2][6]. 

 Studi lain menunjukkan penggunaan Long Short-Term Memory (LSTM) dalam klasifikasi 

sentimen kendaraan listrik di Indonesia. Penelitian tersebut menunjukkan peningkatan akurasi 

menggunakan jaringan LSTM dibandingkan dengan model konvensional. Meskipun LSTM mampu 

menangkap ketergantungan sekuensial, model tersebut masih mengalami kesulitan dalam memahami 

konteks jarak jauh [7][8].  Dalam beberapa tahun terakhir, model berbasis transformer telah 

diterapkan dalam tugas analisis sentiment. IndoBERT adalah salah satu model berbasis transformer yang 

sering digunakan untuk klasifikasi sentimen berbahasa Indonesia. Sudah banyak penelitian yang 

menggunakan model IndoBERT dan menunjukkan performa yang baik. IndoBERT memberikan akurasi 

yang lebih unggul dibandingkan dengan model-model konvensional, karena IndoBERT khusus dilatih 

untuk teks bahasa Indonesia [9]-[12]. Terdapat juga penelitian yang membandingkan antara performa 

IndoBERT dan mBERT. Dari penelitian tersebut, model IndoBERT lebih unggul dibandingkan 

mBERT[13]. 

 IndoBERT memiliki performa lebih baik pada dataset terstruktur seperti artikel berita, tetapi 

kurang efektif dalam menangani teks di media sosial yang berbahasa Indonesia. IndoBERTweet yang 

dirancang khusus untuk teks media sosial berbahasa Indonesia telah diajukan sebagai alternatif potensial, 

tetapi efektivitasnya dalam domain sentimen kendaraan listrik di Indonesia belum banyak diteliti. 

Beberapa penelitian telah mendukung penggunaan IndoBERTweet untuk tugas NLP berbahasa Indonesia. 

Terdapat penelitian yang membandingkan antara performa LSTM dan IndoBERTweet. Dari penelitian 

tersebut, model IndoBERTweet memiliki performa yang lebih baik dari LSTM. Model IndoBERTweet 

tersebut digunakan untuk mengklasifikasi review Tiktok [14]. 

Berdasarkan temuan ini, IndoBERTweet diperkirakan memiliki keunggulan dalam analisis 

diskusi terkait kendaraan listrik di media sosial, dimana bahasa informal lebih sering digunakan di media 

sosial. Penelitian ini bertujuan untuk mengatasi kesenjangan tersebut dengan membandingkan 

IndoBERTweet dan IndoBERT dalam analisis sentiment terhadap diskusi mobil listrik di Indonesia. 

Dengan memanfaatkan model berbasis transformer tersebut, diharapkan dapat memberikan wawasan 

mengenai perbandingan performa IndoBERTweet dan IndoBERT dalam analisis sentimen kendaraan 

listrik di Indonesia dengan sumber data berasala dari komentar sosial media X (Twitter). 

II. TINJAUAN PUSTAKA 

A. Sentimen Analisis  

Analisis sentimen melibatkan penilaian dan pengkategorian emosi secara otomatis dalam data 

berbasis teks, termasuk umpan balik tertulis dan pembaruan media sosial. Teknik ini berada di bawah 

lingkup Natural Language Processing (NLP) dan menggunakan teknik machine learning untuk 

mengklasifikasikan sentimen emosional yang terkandung dalam konten teks [12]. Teknik ini mencakup 

pengkategorian informasi menjadi sentimen positif, negatif, atau netral pada tingkat kalimat, dokumen, 

atau fitur. Secara keseluruhan, analisis sentimen berfungsi sebagai alat yang berharga untuk 

mengumpulkan informasi, membuat keputusan berdasarkan opini, serta mendapatkan wawasan tentang 

sentimen public. Proses analisis sentimen dimulai dengan pemilihan data. Selanjutnya, data diekstraksi 

dan sering diformat menjadi teks menggunakan teknik scraping. Setelah itu, data teks dianalisis untuk 

mengidentifikasi serta mengklasifikasikan emosi atau opini yang diekspresikan. Analisis sentimen dapat 

dilakukan melalui berbagai metode, termasuk strategi berbasis korpus, metode berbasis kamus, serta 

teknik machine learning. 

 

B. IndoBERTweet 

IndoBERTweet adalah model bahasa berbasis Transformer yang dikembangkan untuk menangani 

teks berbahasa Indonesia dari media sosial X (Twitter). Model ini merupakan turunan dari model 

IndoBERT yang telah disesuaikan dengan Bahasa informal dan karakteristik unik dari teks media sosial 
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X di Indonesia. Dalam berbagai penelitian, IndoBERTweet telah menunjukkan kinerja yang ungul dalam 

tugas analisis sentimen, deteksi hoaks, dan klasifikasi topik dibandingkan dengan model Natural 

Language Processing (NLP) lainnya yang tidak secara spesifik dilatih untuk teks informal. Penelitian ini 

menemukan bahwa IndoBERTweet memiliki akurasi yang lebih tinggi dalam analisis sentiment 

dibandingkan dengan model konvensional seperti LSTM dan CNN. Selain itu, IndoBERTweet mampu 

menangkap konteks dari Bahasa Indonesia sehari-hari yang sering digunakan dalam opini masyarakat di 

media sosial [15]. 

 

C. IndoBERT 

IndoBERT adalah model bahasa yang telah dilatih sebelumnya dan dikembangkan secara khusus 

untuk bahasa Indonesia berdasarkan arsitektur Bidirectional Enconder Representations from 

Transformers (BERT) dari Google. Model ini memanfaatkan arsitektur transformer yang menggunakan 

mekanisme self-attention untuk memproses data masukan, memungkinkan model mempertimbangkan 

konteks dari kata-kata sebelum dan sesudahnya dalam sebuah kalimat. 

 

D. Fine-Tuning 

Fine-Tuning adalah teknik transfer learning yang digunakan untuk menyesuaikan model bahasa 

pra-latih dengan dataset spesifik tugas tertentu [16]. Dalam konteks IndoBERTweet, fine-tuning 

dilakukan dengan memberikan sampel data spesifik seperti tweet atau komentar mengenai kendaraan 

listrik, agar model dapat memahami pola sentiment yang lebih spesifik. Beberapa studi menunjukkan 

bahwa fine-tuning pada model Transformer dapat meningkatkan akurasi dalam tugas klasifikasi teks [17]. 

Hal ini karena model dapat menyesuaikan bobot parameter berdasarkan dataset yang digunakan, sehingga 

lebih optimal dalam memahami teks dalam domain tertentu, seperti opini publik tentang kendaraan listrik. 

Dengan menerapkan fine-tuning pada IndoBERTweet, penelitian ini bertujuan untuk meningkatkan 

akurasi model dalam memahami sentimen masyarakat terhadap kendaraan listrik di Indonesia. 

III. METODE PENELITIAN 

 
Gambar 1. Workflow menggunakan model IndoBERTweet dan IndoBERT 

 

A. Data Collection 

Penelitian ini memanfaatkan data yang diperoleh dari interaksi pengguna social media X (Twitter) 

dalam bentuk komentar pada akun pengguna X (Twitter). Data yang dikumpulkan dalam penelitian ini 

adalah sebanyak 3582 komentar. 

 

B. Data Preprocessing 

Preprocessing melibatkan serangkaian tindakan untuk mempersiapkan dan menyesuaikan data 

teks sebelum dilakukan analisis. Proses yang dilakukan pada tahap ini adalah case folding, text cleansing, 

dan word normalization. Case folding adalah tahap mengubah teks menjadi huruf kecil (lowercase). Text 
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cleansing dilakukan dengan beberapa tahap, yaitu menghilangkan user hashtag, URL, angka, 

punctuation, emoticon, white space, single char, symbol, kata duplikat.  

 

C. Labelling Sentiment 

Pelabelan dataset merupakan tahap penting dalam analisis sentiment. Dalam penelitian ini terdapat 

tiga kategori kelas sentiment, yaitu positif, negatif, dan netral. Proses pelabelan dilakukan secara manual 

dengan melihat kata pada komentar. Data yang sudah diberi label akan digunakan dalam pembentukan 

model analisis sentimen. 

 

D. Split Train, Validation and Test Dataset 

Pembagian dataset untuk proses training dan testing dilakukan sebelum tahap tokenisasi. Data 

dibagi menjadi 80% untuk data training, 10% untuk data validasi dan 10% untuk data testing. Data 

training digunakan untuk melatih model dengan memberikan contoh-contoh data beserta labelnya. Model 

belajar dari pola dalam data testing ini untuk menyesuaikan bobot pada arsitektur transformer. Data 

validation berfungsi untuk mengevaluasi performa model selama proses pelatihan. Data validation juga 

digunakan untuk tuning hyperparameter dan mencegah overfitting, sehingga model tidak hanya bekerja 

baik pada training data tetapi juga dapat menggeneralisasi ke data baru. Sedangkan Data testing digunakan 

untuk menguji performa akhir model setelah proses pelatihan selesai. 

 

E. Tokenization 

Tokenisasi adalah proses memecah teks menjadi unit-unit kecil yang disebut token. Pada konteks 

IndoBERTweet, tokenisasi dilakukan menggunakan tokenizer khusus yang telah disesuaikan dengan 

karakteristik Bahasa Indoneisa, terutama dari media social seperti X (Twitter). IndoBERTweet 

menggunakan SentencePiece Unigram Tokenizer, yang mirip dengan tokenisasi pada model BERT 

lainnya tetapi lebih optimal untuk bahasa Indonesia yang sering mengandung kata tidak baku, singkatan, 

atau bahasa gaul. Sedangkan, pada konteks IndoBERT, IndoBERT menggunakan WordPiece 

Tokenization, yaitu metode tokenisasi yang membagi kata menjadi sub-kata atau unit yang lebih kecil 

jika kata tersebut tidak ditemukan dalam kosakata model. WordPiece digunakan untuk menangani out-

of-vocabulary (OOV) words, yaitu kata-kata yang tidak dikenal oleh model. 

 

F. Fine-Tuning 

Fine-Tuning adalah proses pelatihan ulang model yang sudah di-pretained pada tugas spesifik 

dengan dataset yang lebih kecil teteapi lebih relevan. Teknik ini memungkinkan model yang sudah 

memiliki pemahaman dasar tentang bahasa untuk lebih disesuaikan dengan kebutuhan tertentu seperti 

analisis sentimen. Meskipun model IndoBERT dan IndoBERTweet telah dilatih pada data bahasa 

Indonesia, model ini masih bersifat generik.  

 

G. Evaluation 

Evaluasi dilakukan untuk menilai seberapa baik model dalam menyelesaikan tugas yang 

diberikan. Evaluasi dilakukan menggunakan metrics evaluasi yang terdiri dari accuracy, precision, recall, 

dan F1-score.  

1) Accuarcy 

Accuracy digunakan untuk mengukur seberapa sering model membuat prediksi yang benar. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐽𝑢𝑚𝑙𝑎ℎ 𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑏𝑒𝑛𝑎𝑟

𝑇𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑒𝑙
   .......................................................................  (1) 

 

2) Precision  

Precision digunakan untuk mengukur ketepatan prediksi positif model. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
   .......................................................  (2) 
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3) Recall  

Recall digunakan untuk mengukur seberapa banyak data positif yang benar-benar terdeteksi. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
   ..........................................................................  (3) 

 

4) F1-Score 

F1-Score merupakan rata-rata harmonic antara precision dan recall. F1-score berguna jika ada 

ketidakseimbangan data antara kelas positif dan kelas negaatif. Nilai F1-score yang tinggi menunjukkan 

model memiliki keseimbangan yang baik antara presisi dan sensitivitas. 

 

𝐹1 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   .............................................................................................  (4) 

 

IV. HASIL DAN PEMBAHASAN 
 

A. Hasil Data Collection 

Berikut ini merupakan sampel hasil pengumpulan data dari sosial media X (Twitter). Data yang 

dikumpulkan dalam penelitian ini adalah sebanyak 3582 komentar. Sampel data ditunjukkan pada 

Gambar 2. 

 

 
Gambar 2. Hasil data collection 

 

B. Data Preprocessing 

Proses yang dilakukan pada tahap ini adalah case folding, text cleansing, dan word normalization. 

Case folding adalah tahap mengubah teks menjadi huruf kecil (lowercase). Text cleansing dilakukan 

dengan beberapa tahap, yaitu menghilangkan user hashtag, URL, angka, punctuation, emoticon, white 

space, single char, symbol, kata duplikat. Pada kolom content merupakan komentar sebelum dilakukan 

data preprocessing, sedangkan pada kolom clean_teks merupakan komentar setelah dilakukan data 

preprocessing seperti yang ditunjukkan pada Gambar 3. 

 

 
Gambar 3. Hasil data preprocessing 
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C. Labelling Sentiment 

Gambar 4 merupakan hasil labeling sentiment. Sentiment terdiri dari 3 klasifikasi yaitu, positif, 

negative, dan netral. Pada Tabel 2 menunjukkan tabel distribusi label yaitu dari 3.582 data terdapat 1.511 

data berlabel positif (42,17%), 1.102 data netral (30,76%), dan 969 data negatif (27,07%). Secara 

keseluruhan, ketidakseimbangan distribusi antar kelas tidak terlalu ekstrem, sehingga masih 

memungkinkan untuk melakukan pelatihan model secara efektif tanpa perlu menerapkan teknik 

penyeimbangan data secara agresif (seperti oversampling atau undersampling). 

 

 
Gambar 4. Hasil labelling sentiment 

 

Tabel 1. Persebaran jumlah class labelling 

Label Jumlah data 

Positif 1.511 

Netral 1.102 

Negatif 969 

 

D. Split Train, Validation, and Test Dataset 

Pembagian dataset untuk proses training dan testing dilakukan sebelum tahap tokenisasi. Data 

dibagi menjadi 80% untuk data training, 10% untuk data validasi dan 10% untuk data testing. Langkah 

pembagian ditunjukkan pada Gambar 5.  

 

 

 
Gambar 5. Proses split train, validation, and test Dataset 

 

E. Tokenization 

Setelah proses split train, validation, and test dataset, dilakukan tokenisasi untuk masing-masing 

dataset. Tokenisasi untuk IndoBERTweet menggunakan autotokenizer pretrained 

“indolem/indobertweet-base-uncased". Sedangkan, Tokenisasi untuk IndoBERT menggunakan 

autotokenizer pretrained "indolem/indobert-base-uncased". 
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Gambar 6. Tokenisasi IndoBERTweet dan IndoBERT 

 

F. Fine Tuning  

Pada bagian ini, akan dijelaskan hasil dari proses fine-tuning model IndoBERTweet dan 

IndoBERT, serta evaluasi kinerja berdasarkan recall, F1-score, accuracy, dan precision. Berdasarkan 

training arguments yang digunakan pada Gambar 7, model IndoBERTweet dan IndoBERT dilatih dengan 

parameter yang sama untuk memastikan perbandingan yang adil. Salah satu parameter penting adalah 

banyaknya training epoch adalah 3.  Kemudian, parameter weigth decay sebesar 0,05. Weight decay 

adalah teknik regularisasi yang digunakan untuk mencegah overfitting dengan menambahkan penalti 

terhadap bobot model selama pelatihan. Nilai 0,05 menunjukkan bahwa setiap pembaruan bobot akan 

dikurangi sebagian kecil untuk mencegah bobot menjadi terlalu besar. Efeknya, model akan lebih stabil, 

memiliki generalisasi lebih baik, dan tidak terlalu bergantung pada pola spesifik dalam data pelatihan. 

Parameter per_devce_train_batch = 16 dan per_device_eval_size = 16 digunakan karena adanya 

keterbatasan kapasitas GPU yang digunakan dalam penelitian. 

 

 
Gambar 7. Training Arguments untuk Fine Tuning IndoBERTweet dan IndoBERT 
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G. Hasil Fine-Tuning IndoBERTweet 
 

 
Gambar 8. Hasil Fine-Tuning IndoBERTweet 

 

Berdasarkan Gambar 8. hasil Fine-Tuning model IndoBERTweet menunjukkan validation loss 

mengalami peningkatan untuk setiap epoch yaitu dari 0,4139 menjadi 0,6992. Akan tetapi, akurasi tetap 

mengalami peningkatan hingga epoch terakhir, yaitu dari 0,7821 menjadi 0,8240. Akurasi tertinggi 

diperoleh pada epoch ke-3 dengan 82,40%, yang menunjukkan bahwa model masih belajar dengan baik. 

Precision, recall, dan F1-score juga meningkat, menunjukkan keseimbangan performa model dalam 

klasifikasi sentiment positif, netral, dan negatif. Berdasarkan hasil fine-tuning tersebut, epoch ke-3 dipilih 

sebagai model final karena memiliki kombinasi terbaik antara akurasi, precision, dan recall. 

 

H. Hasil Fine-Tuning IndoBERT 

Berdasarkan gambar 9. hasil Fine-Tuning model IndoBERT menunjukkan validation loss 

menurun secara bertahap, yaitu dari 0,7102 menjadi 0,6694. Akurasi setiap epoch mengalami 

peningkatan, yaitu dari 0,7067 menjadi 0,7598. Akurasi tertinggi diperoleh pada epoch ke-3 dengan 

75,98%. Precision, recall, dan F1-score juga meningkat, menunjukkan keseimbangan performa model 

dalam klasifikasi sentiment positif, netral, dan negatif. Berdasarkan hasil fine-tuning tersebut, epoch ke-

3 dipilih sebagai model final untuk dibandingkan performanya dengan IndoBERTweet karena memiliki 

kombinasi terbaik antara akurasi, precision, dan recall. 

 

 
Gambar 9. Hasil Fine-Tuning IndoBERT 

 

Akurasi setiap epoch mengalami peningkatan, yaitu dari 0,7067 menjadi 0,7598. Akurasi tertinggi 

diperoleh pada epoch ke-3 dengan 75,98%. Precision, recall, dan F1-score juga meningkat, menunjukkan 

keseimbangan performa model dalam klasifikasi sentiment positif, netral, dan negatif. Berdasarkan hasil 

fine-tuning tersebut, epoch ke-3 dipilih sebagai model final untuk dibandingkan performanya dengan 

IndoBERTweet karena memiliki kombinasi terbaik antara akurasi, precision, dan recall. 

 

I. Perbandingan Performa Fine-Tuning Model IndoBERTweet dan IndoBERT 
 

Tabel 2. Perbandingan evaluation matrix IndoBERT dan IndoBERTweet 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

IndoBERT 75,98 75,54 75,98 75,46 

IndoBERTweet 82,40 82,42 82,40 82,38 
 

Berdasarkan Tabel 2 hasil evaluasi menunjukkan bahwa IndoBERTweet memiliki akurasi 

82.40%, lebih tinggi 6.42% dibandingkan IndoBERT (75.98%). Peningkatan akurasi ini menunjukkan 

bahwa IndoBERTweet lebih mampu menangkap pola dalam teks media sosial, yang sering menggunakan 

bahasa informal, slang, serta singkatan yang tidak umum dalam teks formal. IndoBERT memiliki 

keterbatasan dalam memahami teks informal, yang menyebabkan lebih banyak kesalahan prediksi dalam 

analisis sentimen. 

Precision IndoBERTweet (82.42%) lebih tinggi dibandingkan IndoBERT (75.54%), yang berarti 

model ini lebih sedikit menghasilkan false positive (prediksi salah sebagai positif). Recall IndoBERTweet 
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(82.40%) lebih tinggi dari IndoBERT (75.98%), menunjukkan bahwa model ini lebih baik dalam 

menangkap sentimen positif, negatif, dan netral tanpa melewatkan banyak data. F1-Score IndoBERTweet 

(82.38%) lebih tinggi dibandingkan IndoBERT (75.46%), menandakan keseimbangan yang lebih baik 

antara precision dan recall. 

Hasil perbandingan performa antara IndoBERT dan IndoBERTweet menunjukkan bahwa 

IndoBERTweet secara konsisten mengungguli IndoBERT dalam semua metrik evaluasi, termasuk 

akurasi, presisi, recall, dan F1-score. Keunggulan IndoBERTweet dapat dijelaskan melalui beberapa 

faktor kunci yang berkaitan dengan arsitektur model, data pre-training, serta kesesuaian dengan domain 

data yang dianalisis dalam studi ini. Pertama, IndoBERTweet merupakan model transformer yang secara 

khusus dilatih menggunakan data dari Twitter berbahasa Indonesia. Hal ini membuatnya lebih adaptif 

terhadap teks informal, slang, singkatan, emotikon, serta struktur kalimat khas media sosial yang tidak 

baku. Sebaliknya, IndoBERT dilatih menggunakan korpus teks formal seperti Wikipedia dan artikel 

berita, sehingga tidak optimal ketika diterapkan pada data sosial media yang bersifat noisy dan penuh 

variasi bahasa. 

Kedua, tokenizer dan vocabulary yang digunakan oleh IndoBERTweet telah disesuaikan dengan 

karakteristik Twitter. Model ini mampu mengenali elemen-elemen khas seperti hashtags, mentions, dan 

kata-kata tidak baku yang sering muncul dalam percakapan online. Hal ini sangat penting dalam konteks 

analisis sentimen terhadap kendaraan listrik di Indonesia, di mana opini masyarakat cenderung 

disampaikan dalam bahasa yang santai, singkat, dan ekspresif. Sementara itu, IndoBERT menggunakan 

tokenizer standar untuk bahasa formal, yang cenderung gagal mengenali atau mengklasifikasikan kata-

kata informal dengan tepat. 

Ketiga, IndoBERTweet menunjukkan robustness yang lebih tinggi terhadap data berisik (noisy), 

seperti kesalahan ketik, struktur kalimat tidak lengkap, dan campuran bahasa. Hal ini membuat model 

lebih mampu menangkap konteks dan makna dalam opini yang disampaikan secara tidak terstruktur di 

media sosial. Model ini juga lebih efektif dalam memahami konteks kalimat pendek atau ringkas yang 

umum ditemukan dalam tweet, berkat pengalaman pre-training-nya yang memang berasal dari data 

serupa. Secara kuantitatif, peningkatan akurasi dari 75,98% pada IndoBERT menjadi 82,40% pada 

IndoBERTweet, serta peningkatan F1-score dari 75,46% menjadi 82,38%, menunjukkan bahwa 

IndoBERTweet tidak hanya lebih akurat tetapi juga lebih seimbang dalam mengklasifikasikan opini 

positif, netral, dan negatif. 

Secara keseluruhan, hasil ini menegaskan pentingnya pemilihan model yang sesuai dengan 

karakteristik data. Dalam kasus ini, penggunaan IndoBERTweet yang secara eksplisit dirancang untuk 

teks media sosial memberikan keunggulan signifikan dalam tugas analisis sentimen kendaraan listrik di 

Indonesia, dibandingkan model umum seperti IndoBERT yang lebih cocok untuk teks formal. 

V. KESIMPULAN DAN SARAN 

Penelitian ini membandingkan performa IndoBERTweet dan IndoBERT dalam analisis sentimen 

masyarakat terhadap kendaraan listrik di Indonesia. Berdasarkan hasil fine-tuning dan evaluasi model, 

IndoBERTweet menunjukkan performa yang lebih unggul dibandingkan IndoBERT dalam semua metrik 

evaluasi, dengan accuracy 82.40% dan F1-score 82.38%, sementara IndoBERT hanya mencapai 

accuracy 75.98% dan F1-score 75.46%. Hal ini menunjukkan bahwa IndoBERTweet lebih efektif dalam 

menangani bahasa informal, slang, dan karakteristik unik teks media sosial X (Twitter), yang menjadi 

sumber utama data penelitian ini. Hasil ini mengindikasikan bahwa pemilihan model yang sesuai dengan 

domain data sangat berpengaruh terhadap performa analisis sentimen.  

Untuk meningkatkan keakuratan dan generalisasi model, penelitian selanjutnya dapat 

menggunakan dataset yang lebih luas dan beragam, mencakup berbagai platform media sosial dan berita 

online agar model dapat memahami opini dari berbagai sumber. Selain itu, eksplorasi lebih lanjut terhadap 

teknik fine-tuning, seperti hyperparameter tuning dan data augmentation, dapat dilakukan untuk 

meningkatkan performa model secara lebih optimal. Dari segi pengembangan model, penelitian lanjutan 

dapat mempertimbangkan penggabungan IndoBERTweet dengan teknik ensemble learning, seperti 

kombinasi dengan model LSTM atau CNN, dapat diteliti untuk meningkatkan performa analisis sentimen. 

Implementasi teknik self-supervised learning juga dapat menjadi alternatif dalam menangani keterbatasan 
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data berlabel, sehingga model dapat belajar dari teks dalam jumlah besar tanpa perlu banyak intervensi 

manusia. Dengan saran ini, diharapkan penelitian ke depan dapat semakin meningkatkan pemahaman 

terhadap opini masyarakat mengenai kendaraan listrik serta mendukung pengembangan teknologi Natural 

Language Processing (NLP) berbasis bahasa Indonesia yang lebih akurat dan aplikatif di berbagai bidang. 
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