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Abstrak: Minat mahasiswa untuk menjadi asisten laboratorium komputer perlu dianalisis guna memahami faktor yang 

memengaruhinya. Penelitian ini menggunakan Jaringan Saraf Tiruan Single Layer Perceptron (SLP) untuk melakukan 

klasifikasi biner terhadap data kuesioner pelamar asisten lab yang dikumpulkan melalui Google Forms. Model SLP dilatih 

dengan bobot dan bias awal nol, laju pembelajaran 0,1, serta ambang batas 0,5. Hasil menunjukkan bahwa dalam dua 

epoch, model mampu mengenali pola dengan akurasi 75%. Model ini memiliki presisi 100%, namun recall hanya 50%, 

menghasilkan F1 Score sebesar 67%. Temuan ini menunjukkan bahwa SLP dapat mengolah data kuesioner dengan baik dan 

memiliki potensi untuk diterapkan pada dataset yang lebih besar guna meningkatkan kinerja model. 

 

Kata Kunci— Klasifikasi Biner, Jaringan Syaraf Tiruan, Model Single Layer Perceptron, Pengenalan Pola, Pelatihan 

Model. 

 

Abstract: Students' interest in becoming computer lab assistants needs to be analyzed to understand the factors that 

influence it. This research uses a Single Layer Perceptron (SLP) Neural Network to perform binary classification on the 

questionnaire data of lab assistant applicants collected through Google Forms. The SLP model was trained with initial 

weights and biases of zero, a learning rate of 0.1, and a threshold of 0.5. The results show that within two epochs, the model 

was able to recognize patterns with an accuracy of 75%. This model has a precision of 100%, but a recall of only 50%, 

resulting in an F1 Score of 67%. These findings indicate that SLP can process questionnaire data well and has the potential 

to be applied to larger datasets to improve model performance. 

 

Keywords— Binary Classification, Artificial Neural Networks, Single Layer Perceptron Model, Pattern Recognition, 

Model Training. 

 

I. PENDAHULUAN 
 

ARINGAN Syaraf Tiruan (JST) adalah salah satu pendekatan dalam kecerdasan buatan yang 

terinspirasi oleh cara kerja otak manusia dan telah terbukti efektif untuk melnylellelsaikan blelrblagai 

masalah komputasi, salah satunyla klasifikasi [1][2]. Melnurut [3], telrdapat elmpat modell klasifikasi 

ylang telrkelnal ylaitu, Delcision Trelel, Jaringan Sylaraf Tiruan, Relgrelsi Logistik dan Naïvel BLaylels. 

Klasifikasi adalah pelngellompokkan data atau obljelk blaru kel dalam kellas atau lablell b lelrdasarkan atriblut-

atrib lut telrtelntu [4][5], ylang dimulai delngan pelngumpulan data, kelmudian melmblaginyla untuk dilatih 

delngan data latih dan dielvaluasi delngan data uji [6]. Delngan melmanfaatkan pola dari data historis, 

telknik ini digunakan untuk melmpreldiksi atau melnelntukan lablell pada data blaru. Dalam b lelrblagai 

aplikasi, klasifikasi tellah ditelrapkan di blidang selpelrti diagnosis meldis [7], deltelksi pelnipuan, dan 

analisis selntimeln dalam telks.  

Singlel Laylelr Pelrcelptron (SLP) melrupakan modell matelmatika dari Artificial Nelural Neltwork 

(ANN), ylang dipe lrkelnalkan olelh Frank Roselnbllatt pada tahun 1958. Modell ini dianggap selblagai 

konfigurasi paling seldelrhana dari JST [8] dan dirancang untuk melnylellelsaikan masalah klasifikasi blinelr 

ylang dapat dipisahkan selcara linelar [9]. SLP blelkelrja delngan melnggablungkan fitur input dan bloblot 

mellalui fungsi aktivasi untuk melnghasilkan kelluaran ylang selsuai [10]. Pemilihan SLP dalam penelitian 
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ini didasarkan pada beberapa alasan utama, salah satunya karena SLP memiliki struktur yang sederhana 

sehingga mudah dipahami dan diterapkan dalam berbagai studi awal mengenai jaringan syaraf tiruan. 

Model ini cukup efektif dalam menyelesaikan masalah klasifikasi biner yang dapat dipisahkan secara 

linear, sehingga sesuai untuk skenario di mana data memiliki distribusi yang jelas. Melskipun seldelrhana, 

SLP elfelktif dalam melngidelntifikasi pola pada data blinelr [11] dan melmblelrikan landasan pelnting blagi 

pelmahaman jaringan sylaraf tiruan selcara kelselluruhan.  

Dalam blelrblagai pelnelrapannyla, telrmasuk analisis data kuisionelr, pelngamblilan kelputusan 

blelrb lasis data blinelr se lring kali melnghadapi kelndala keltika pola dalam data sulit dikelnali selcara 

langsung. Misalnyla, pada kuelsionelr pellamar asisteln labloratorium komputelr, b lelblelrapa relspondeln 

melmilih untuk tidak melnjadi asisteln kare lna alasan keltidaksiapan psikis dalam melmblimbling mahasiswa 

lain. Tantangan selpelrti ini melnunjukkan pelrlunyla meltodel analisis ylang sistelmatis dan akurat untuk 

melngklasifikasikan pola relspons selcara obljelktif. Dalam kontelks ini, SLP dapat digunakan untuk 

melngolah data kuelsionelr guna melngidelntifikasi pola dan melmblantu prosels pelngamblilan kelputusan 

blelrb lasis data blinelr selcara lelblih telrstruktur.  

Penelitian ini bertujuan untuk mengimplementasikan Single Layer Perceptron dalam tugas 

klasifikasi biner pada data kuesioner pelamar asisten laboratorium komputer. Masalah utamanya adalah 

bagaimana menentukan kelayakan kandidat secara objektif dengan menggunakan data kuesioner yang 

tersedia. Proses pemilihan asisten laboratorium sering kali dilakukan secara manual, yang dapat 

menyebabkan subjektivitas dalam pengambilan keputusan. Oleh karena itu, penelitian ini berusaha 

menawarkan solusi dengan menggunakan SLP sebagai model klasifikasi sederhana yang memiliki 

kemampuan untuk mengotomatisasi proses seleksi yang didasarkan pada pola yang ditemukan dalam 

data. 

Dengan memanfaatkan model sederhana seperti SLP, penelitian ini diharapkan dapat 

menjelaskan mekanisme kerja dasar JST serta menunjukkan penerapannya dalam menyelesaikan 

masalah klasifikasi biner secara efektif. Selain itu, hasil penelitian ini dapat menjadi dasar untuk 

pengembangan sistem seleksi berbasis kecerdasan buatan yang lebih kompleks dan akurat. 

II. TINJAUAN PUSTAKA 
A. Jaringan Sylaraf Tiruan 

Jaringan Sylaraf Tiruan (JST: Nelural Neltwork) melrupakan paradigma pelmroselsan informasi 

ylang telrinspirasi olelh sistelm sylaraf selcara bliologis, sama selpelrti otak ylang melmprosels suatu informasi 

[12]. Ini melrupakan relprelselntasi bluatan dari otak manusia ylang digunakan untuk melmelcahkan 

pelrmasalahan komputasi dan pelngelnalan pola. Istilah bluatan disini digunakan karelna jaringan sylaraf 

diimplelmelntasikan delngan melnggunakan program komputelr ylang mampu melnyle llelsaikan seljumlah 

prosels pelrhitungan sellama prosels pelmblellajaran [13]. Dalam blelblelrapa tahun telrakhir, JST melngalami 

pelrkelmblangan ylang cukup blaik walaupun selmpat melngalami masa vakum sellama blelrtahun-tahun [14]. 

  

B. Singlel Laylelr Pelrcelptron (SLP) 

Melnurut [15], modell jaringan Pelrcelptron dite lmukan pelrtama kali olelh Roselnblatt (1962) dan 

Minskyl – Pape lrt (1969). Ini melrupakan modell ylang melmiliki aplikasi dan pellatihan ylang paling blaik 

pada elra telrselblut. Pelrcelptron melrupakan salah satu blelntuk jaringan seldelrhana, ylang bliasanyla 

digunakan untuk melngklasifikasikan suatu pola tipel telrtelntu ylang selring dikelnal delngan pelmisahan 

selcara linelar [16]. Pada dasarnyla Singlel Laylelr Pelrcelptron atau SLP melmiliki bloblot ylang dapat diatur, 

juga dapat digunakan dalam kasus untuk melngelnali fungsi logika “AND” delngan masukan dan ke lluaran 

blipolar.  

Pada prosels pe lmbluatan arsitelktur jaringan, kita harus melmpunylai rancangan data ylang akan 

digunakan untuk melmblangun selbluah struktur jaringan. Data ylang diblutuhkan selpelrti lelarning ratel, 

blob lot, amblang blatas (threlshold), blias, jumlah variablell input, nilai variablell input dan targelt (output) 

ylang nantinyla akan digunakan dalam prosels pellatihan dan pelngujian sistelm.  
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Gamb lar 1. Arsite lktur JST Mode ll Pe lrce lptron 

 

Algoritma Pelrcelptron dapat ditulis selblagai blelrikut :  

1. Inisialisasi bloblot de lngan mellakukan pelnylelsuaian selmua bloblot dan threlshold (ө) untuk blilangan 

acak telrkelcil atau sama delngan nilai 0.  

2. Lakukan kalkulasi aktivasi delngan langkah blelrikut:  

a. Hitung re lspons untuk output delngan rumus:  

               ∑       (1) 

Dimana W adalah bloblot, Xi (I = 1,2,3,…,n dimana n adalah blanylaknyla lapisan input), delngan 

threlshold (ө) selblagai blelrikut :  

            {

             
                
              

 

 

(2) 

b. BLandingkan nilai output delngan targe lt. Jika    , maka tidak akan telrjadi pelrublahan bloblot dan 

blias. Namun jika    , maka lakukan pelrublahan blob lot dan blias delngan rumus selblagai blelrikut:  

              (    )      (    )      (3) 

              (    )      (    )      (4) 

Dari pe lnjellasan diatas dapat disimpulkan blahwa JST melndasari adanyla prosels blellajar (latihan). 

Olelh karelna itu, Jaringan Saraf Tiruan ylang akan digunakan harus dikelnai pellatihan selcara blelrulang-

ulang [17].  

 

C. Klasifikasi BLinelr 

Klasifikasi melrupakan pelngellompokan data, b lisa blelrupa obljelk blaru kel kellas atau lablell 

blelrdasarkan atriblut ylang dimiliki. Klasifikasi bliasanyla dilakukan delngan melnggunakan algoritma 

pelmblellajaran melsin, ylang akan melmpellajari pola atau hublungan antara fitur-fitur ylang dimiliki olelh 

obljelk-obljelk dalam data latih, dan kelmudian melmbluat modell atau aturan-aturan untuk melmpreldiksi 

lablell atau ke llas dari oblje lk-obljelk ylang blellum diidelntifikasi kellas nyla dalam data uji [5].  

Klasifikasi blinelr adalah jelnis tugas dalam pelmblellajaran melsin [18] dan statistik ylang 

melliblatkan pelngellompokan data kel dalam salah satu dari dua katelgori atau kellas ylang selring diselblut 

kellas positif (1) dan kellas nelgatif (0), telntu delngan tujuan untuk melmpellajari pola dari data ylang 

diblelrikan. Klasifikasi selndiri melmiliki tantangan, diantaranyla keltidakse limblangan kellas ylang melmiliki 

jumlah data jauh lelblih seldikit diblandingkan kellas lain, dan selring telrjadinyla ovelrfitting [19] dimana 

modell blelkelrja sangat blaik pada data latih teltapi bluruk pada data uji.  

 

D. Confusion Matrix 

Confusion Matrix adalah tablell ylang digunakan untuk melnilai kinelrja modell klasifikasi dalam 

machinel le larning dimana table ll melnylatakan klasifikasi jumlah data uji ylang b lelnar dan salah [20]. Tablell 

ini melmblelrikan relprelselntasi preldiksi ylang dilakukan olelh modell ylang diblandingkan delngan lablell 

selblelnarnyla [21][22]. Tablell ini blelrfungsi untuk melnunjukkan blagaimana modell melnangani seltiap kellas 

ylang ada di dalam dataselt.  

Confusion Matrix selndiri umumnyla blelrblelntuk tablell 2x2 [23] untuk kasus klasifikasi blinelr, 

dimana tablell telrselblut telrdiri dari elmpat elle lmeln utama, ylaitu: 
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1. Truel Positivel (TP) : Jumlah data ylang b lelnar dipreldiksi selblagai kellas positif. 

2. Truel Nelgativel (TN) : Jumlah data ylang blelnar dipreldiksi selblagai kellas nelgatif. 

3. Falsel Positivel (FP) : Jumlah data ylang salah dipreldiksi selblagai kellas positif (selharusnyla nelgatif). 

4. Falsel Nelgativel (FN) : Jumlah data ylang salah dipreldiksi selblagai kellas nelgatif (selharusnyla positif).  

 

Dari confusion matrix, ada blelble lrapa matriks elvaluasi ylang dapat dihitung, ylaitu :  

1. Accuracyl, ylaitu proporsi preldiksi ylang blelnar telrhadap kelselluruhan data.  

                   
     

           
 (5) 

2. Prelcision, ylaitu proporsi preldiksi positif ylang blelnar telrhadap selmua preldiksi positif.  

                    
  

     
 (6) 

3. Relcall, ylaitu proporsi data positif ylang b lelnar-blelnar telrdeltelksi olelh modell.  

                 
  

     
 (7) 

4. F1-Scorel, ylaitu rata-rata harmonis antara Prelcision dan Relcall, ylang blelrguna untuk data ylang tidak 

selimblang.  

                    
                  

                  
 (8) 

III. MELTODEL PELNELLITIAN 
Pelnellitian ini melrupakan pelnellitian kuantitatif, delngan melnggunakan data blelrupa data kue lsionelr 

telrkait delngan pellamar asisteln labloratorium. Adapun telknik pelngumpulan datanyla adalah delngan 

melnylelblarkan kuelsionelr kelpada mahasiswa ylang blelrintelraksi delngan asisteln labloratorium, khususnyla 

mahasiswa selmelstelr ganjil 2024/2025. Pelnylelblaran kuelsionelr dilakukan selcara onlinel mellalui platform 

Googlel Form, selhingga melmudahkan relspondeln untuk melngisi kuelsionelr delngan celpat dan elfisieln.  

 
Tab le ll 1 Instrume ln Kuisione lr 

Instrumen Ke- Pertanyaan Jawaban 

1 Apakah kamu senang berbagi ilmu dengan orang lain, baik secara lisan maupun 

tulisan? 

Ya/Tidak 

2 Apakah kamu memiliki minat untuk belajar hal-hal terkait perangkat komputer serta 

pengembangan perangkat lunak dan aplikasi? 

Ya/Tidak 

3 Apakah kamu senang belajar hal-hal baru terkait teknologi komputer, seperti 

merakit dan memperbaiki komputer, serta membuat program sederhana? 

Ya/Tidak 

4 Apakah dengan menjadi asisten laboratorium ilmu komputer dapat membantu kamu 

untuk meningkatkan pengetahuan dan kompetensi serta membantu pengembangkan 

diri kamu? 

Ya/Tidak 

5 Apakah kamu siap untuk membimbing atau mengajar mahasiswa pada saat jam 

praktikum berlangsung dan dosen tidak dapat berhadir di laboratorium? 

Ya/Tidak 

6 Apakah kamu berminat untuk mendaftar sebagai asisten laboratorium ilmu 

komputer tahun ajaran 2025? 

Ya/Tidak 

 

Data kuelsionelr ylang dikumpulkan dianalisis delngan melnggunakan jaringan sylaraf tiruan modell 

singlel laylelr Pelrcelptron delngan melnggunakan arsitelktur pada Gamblar 1.  

IV. HASIL DAN PE LMBLAHASAN 
A. Hasil  

Tablell di blawah ini melrupakan hasil pelngumpulan data ylang diamblil langsung dari data 

kuisionelr ylang te llah diselblarkan, telrlihat pelnelliti melmpelrolelh 78 data mahasiswa dari kuisionelr telrselblut. 

Hasilnyla adalah selblagai blelrikut:  
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Tab le ll 2 Data Hasil Kuisione lr 
Variabel x1 x2 x3 x4 x5 Target 

Mahasiswa 1 Ya Ya Ya Tidak Ya Ya  

Mahasiswa 2 Ya Ya Ya Ya Ya Ya 

Mahasiswa 3 Ya Ya Ya Ya Ya  Tidak  

Mahasiswa 4 Ya Tidak  Ya Ya Ya  Tidak  

Mahasiswa 5 Ya Tidak  Ya Ya Ya  Ya 

Mahasiswa 6 Tidak  Ya Ya  Tidak  Tidak  Tidak  

Mahasiswa 7 Ya Ya Tidak  Ya Ya Ya 

Mahasiswa 8 Ya Ya Tidak  Ya Ya Tidak  

Mahasiswa 9 Ya Ya Ya Tidak  Tidak  Tidak  

Mahasiswa 10 Tidak  Tidak  Tidak  Tidak  Ya Tidak  

… … … … … … … 

Mahasiswa 78 Tidak  Tidak  Ya Ya Tidak  Tidak  

 

BLelrdasarkan hasil ylang ditampilkan pada Tab lell 2, blelrikut adalah 4 sampell data ylang diamblil 

dari hasil kuisionelr ylang digunakan untuk mellakukan analisis komputasi modell SLP, di antaranyla :  

 
Tabel 3 Data Hasil Kuisioner 

Variabel Mahasiswa 1 Mahasiswa 2 Mahasiswa 3 Mahasiswa 4 

x1 Ya Tidak Ya Ya 

x2 Ya Ya Ya Ya 

x3 Ya Ya Ya Ya 

x4 Tidak Tidak Ya Tidak 

x5 Ya Tidak Ya Tidak 

Target Ya Tidak Ya Tidak 

 

Di b lawah ini adalah data untuk analisis komputasi pada pelnellitian, di antaranyla selblagai blelrikut:  

 
Tabel 4 Data untuk Perhitungan Komputasi 

x1 x2 x3 x4 x5 Target 

1 1 1 0 1 1 

0 1 1 0 0 0 

1 1 1 1 1 1 

1 1 1 0 0 0 

 

Hasil pelnellitian di blawah ini melnunjukan data ylang dikumpulkan dapat dikelnali delngan SLP. 

Pelnellitian ini melnghasilkan pelngklasifikasian data kuelsionelr de lngan telpat dimana pada ELpoch kel-2, 

pola sudah dapat dike lnali delngan bloblot dan blias awal 0 selrta lelarning ratel 0,1 dan amblang blatas 0,5. 

Hasil pelnellitian dapat dilihat pada Gamblar 2 di blawah ini:  

 

 
Gambar 2. HasilPenelitian 

 

B. Pelmblahasan 

BLelrdasarkan data hasil untuk analisis komputasi pada Tablell 4, lakukan pelrhitungan manual 

dimana 0 adalah untuk kelluaran “Tidak” dan 1 untuk kelluaran “YLa”, delngan bloblot dan blias awal, 

lelarning ratel, selrta threlshold selblagai blelrikut:  
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BLob lot awal (w)  = 0  delngan  

BLias awal (bl)   = 0   

Threlshold (ө)   = 0,5 

Lelarning ratel (ƞ)  = 0,1 

 

Delngan ke ltelntuan di atas, maka hitung pada elpoch kel-1  

1. Pada pola (1, 1, 1, 0, 1)  t = 1  

(1 × 0) + (1 × 0) + (1 × 0) + (0 × 0) + (1 × 0) + 0 = 0, maka yl = 0 karelna            

Karelna output tidak selsuai delngan targelt, maka lakukan pelrublahan bloblot.  

∆w = ƞ . t . xi    wi (blaru) = wi (lama) +  ∆w 

∆w1 = 0,1 × 1 × 1 = 0,1   w1 = 0 + 0,1 = 0,1  

∆w2 = 0,1 × 1 × 1 = 0,1   w2 = 0 + 0,1 = 0,1 

∆w3 = 0,1 × 1 × 1 = 0,1   w3 = 0 + 0,1 = 0,1 

∆w4 = 0,1 × 1 × 0 = 0   w4 = 0 + 0 = 0 

∆w5 = 0,1 × 1 × 1 = 0,1   w5 = 0 + 0,1 = 0,1 

∆bl = 0,1 × 1 = 0,1   bl = 0 + 0,1 = 0,1 

 

2. Pada pola (0, 1, 1, 0, 0)  t = 0 

(0 × 0,1) + (1 × 0,1) + (1 × 0,1) + (0 × 0) + (0 × 0,1) + 0,1 = 0,3, maka yl = 0 karelna            

Karelna yl selsuai delngan targelt, maka tidak telrjadi pelrublahan bloblot.  

 

3. Pada pola (1, 1, 1, 1, 1)  t = 1 

(1 × 0,1) + (1 × 0,1) + (1 × 0,1) + (1 × 0) + (1 × 0,1) + 0,1 = 0,5, maka yl = 1 karelna        

Karelna yl selsuai delngan targelt, maka tidak telrjadi pelrublahan bloblot.  

 

4. Pada pola (1, 1, 1, 0, 0)  t = 0 

(1 × 0,1) + (1 × 0,1) + (1 × 0,1) + (0 × 0) + (0 × 0,1) + 0,1 = 0,4, maka yl = 0 karelna            

Karelna yl selsuai delngan targelt, maka tidak telrjadi pelrublahan bloblot.  
 

Tabel 5 Tabel Perbandingan pada Epoch-1 

Target (t) Prediksi (p) 

1 (Tidak Terpenuhi) 0 

0 (Terpenuhi) 0 

1 (Terpenuhi) 1 

0 (Terpenuhi) 0 

 

Dari Table ll 5 di atas, ada 1 pola lagi ylang masih blellum telrpelnuhi, maka pelrhitungan akan 

dilanjutkan kel elpoch kel-2, delngan bloblot awal dan blias, lelarning ratel dan threlshold masih sama selpelrti 

pelrublahan bloblot ylang telrakhir dilakukan.  

1. Pada pola (1, 1, 1, 0, 1)  t = 1  

(1 × 0,1) + (1 × 0,1) + (1 × 0,1) + (0 × 0) + (1 × 0,1) + 0,1 = 0,5, maka yl = 1 karelna        

Karelna yl selsuai delngan targelt, maka tidak telrjadi pelrublahan bloblot.  

 

2. Pada pola (0, 1, 1, 0, 0)  t = 0 

(0 × 0,1) + (1 × 0,1) + (1 × 0,1) + (0 × 0) + (0 × 0,1) + 0,1 = 0,3, maka yl = 0 karelna            

Karelna yl selsuai delngan targelt, maka tidak telrjadi pelrublahan bloblot.  

 

3. Pada pola (1, 1, 1, 1, 1)  t = 1 

(1 × 0,1) + (1 × 0,1) + (1 × 0,1) + (1 × 0) + (1 × 0,1) + 0,1 = 0,5, maka yl = 1 karelna        

Karelna yl selsuai delngan targelt, maka tidak telrjadi pelrublahan bloblot.  

 

4. Pada pola (1, 1, 1, 0, 0)  t = 0 

(1 × 0,1) + (1 × 0,1) + (1 × 0,1) + (0 × 0) + (0 × 0,1) + 0,1 = 0,4, maka yl = 0 karelna            

 =  {

1            
0            <   
 1         <   
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Karelna yl selsuai delngan targelt, maka tidak telrjadi pelrublahan bloblot.  
Tabel 6. Tabel Perbandingan pada Epoch-2 

Target(t) Prediksi (p) 

1 (Terpenuhi) 1 

0 (Terpenuhi) 0 

1 (Terpenuhi) 1 

0 (Terpenuhi) 0 

 

Dari Tablell 6 di atas, selluruh pola sudah blelrhasil dikelnali selmuanyla pada elpoch kel-2. Pola dapat 

dikelnali delngan melnggunakan bloblot awal 0 dan bloblot blaru w1 = 0,1, w2 = 0,1, w3 = 0,1, w4 = 0, w5 = 

0,1, dan bl = 0,1. Selrta delngan melnggunakan lelarning ratel 0,1 dan threlshold 0,5. Setelah pola berhasil 

dikenali pada epoch ke-2, maka lakukan pengujian program dengan menggunakan Google Colab.  

 

 
Gambar 3. Hasil Pengujian Program Perhitungan Manual 

 

Seltellah pola blelrhasil dikelnali dengan program, tahap sellanjutnyla adalah mellakukan pelrhitungan 

confusion matrix selcara manual, delngan me lnggunakan data pellatihan pada Tablell 7.  

 
Tabel 7 Data Pelatihan untuk Confusion Matrix 

x1 x2 x3 x4 x5 Target Prediksi 

1 1 1 0 1 1 0 

0 1 1 0 0 0 0 

1 1 1 1 1 1 1 

1 1 1 0 0 0 0 

 

Confusion Matrix disusun delngan cara melnghitung jumlah Truel Positivel (TP), Falsel Positivel 

(FP), Falsel Nelgativel (FN), dan Truel Nelgativel (TN) dari data hasil preldiksi.  

Truel Positivel (TP) adalah kondisi keltika modell melmpreldiksi nilai positif dan selsuai delngan 

targelt selblelnarnyla. Falsel Positivel (FP) telrjadi keltika modell melmpreldiksi nilai positif, teltapi targelt 

selblelnarnyla adalah nelgatif. Falsel Nelgativel (FN) melrupakan kondisi keltika modell melmpreldiksi nilai 

nelgatif, teltapi targelt selble lnarnyla adalah positif. Selmelntara itu, Truel Nelgativel (TN) telrjadi keltika modell 

melmpreldiksi nilai nelgatif dan selsuai delngan targelt selb lelnarnyla. BLelrikut ini tablell hasil pelrhitungan 

confusion matrix:  

 
Tabel 8 Hasil Confusion Matrix 

Klasifikasi Aktual Prediksi Positif (1) Prediksi Negatif (0) 

Positif (1) TP = 1 FN = 1 

Negatif (0) FP = 0 TN = 2 
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Delngan Tablell 8, lakukan elvaluasi modell ylang dapat dilakukan delngan melnghitung matriks 

selpelrti Accuracyl, Prelcision, Relcall, dan F1-Scorel. BLelrikut ini pelrhitungan manual confusion matrix 

[24]:  

1.           
     

           
   

   

       
   

 

 
        

 

Dimana 0,75 × 100% = 75% 

 

2.            
  

     
  

 

   
  

 

 
     

 

Dimana 1,0 × 100% = 100% 

 

3.         
  

     
  

 

   
  

 

 
     

 

Dimana 0,5 × 100% = 50%  

 

4.           
                  

                  
   

         

         
  

   

   
       

 

Dimana 0,67 × 100% = 67% 

 

BLelrdasarkan pelrhitungan di atas, dapat dijellaskan blahwa algoritma Singlel Laylelr Pelrcelptron 

(SLP) mampu melmpreldiksi delngan tingkat akurasi selblelsar 75%, ylang blelrarti 3 dari 4 data blelrhasil 

dipreldiksi delngan ble lnar. 

a. Untuk nilai Prelcision melncapai 100%, melnunjukkan blahwa selmua preldiksi positif modell blelnar-

blelnar selsuai delngan targelt positif. Delngan kata lain, modell sangat andal dalam melmastikan 

preldiksi positifnyla. 

b. Untuk nilai Relcall hanyla 50%, ylang blelrarti modell hanyla mampu melndeltelksi selparuh dari total 

targelt positif ylang ada. 

c. Seldangkan untuk nilai F1-Scorel selblelsar 67%, melmblelrikan gamblaran rata-rata harmonis antara 

prelcision dan relcall, melncelrminkan kelselimblangan kinelrja modell dalam deltelksi targelt positif. 

 

Selcara kelselluruhan, modell melmiliki tingkat prelsisi ylang tinggi, teltapi kelmampuan untuk 

melndeltelksi targelt positif selcara melnylelluruh masih pelrlu ditingkatkan.  

Seltellah pola blelrhasil dikelnali, tahap sellanjutnyla adalah mellakukan pelngujian algoritma delngan 

melnggunakan Google l Colabl.  

 

 
Gambar 4. Hasil Pengujian Accuracy, Precision, Recall, dan F1-Score 

 

Selsuai delngan pelrhitungan confusion matrix ylang te llah dilakukan, didapatkan hasil akurasi 

selblelsar 0,75 atau 75%, prelsisi selblelsar 1,0 atau 100%, relcall selblelsar 0,5 atau 50%, dan F1-Score l 
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selblelsar 0,67 atau 67%. Dibutuhkan hasil dari evaluasi akhir untuk membuktikan bahwa hasil 

keseluruhan perhitungan sudah dilakukan sesuai dengan rumus.  

 

 
Gambar 5. Hasil Evaluasi Akhir 

 

Hasil eksperimen menunjukkan bahwa model Single Layer Perceptron (SLP) mampu mencapai 

akurasi sebesar 75% pada epoch ke-2, dengan nilai presisi sebesar 100%, recall sebesar 50%, dan F1-

score sebesar 66,67%. Meskipun jumlah epoch relatif sedikit, hal ini dapat dijelaskan melalui 

karakteristik dataset yang sederhana dan jumlah fitur yang terbatas, sehingga memudahkan proses 

penyesuaian bobot pada tahap awal pelatihan.  

Selain itu, penggunaan fungsi aktivasi step function yang bersifat deterministik memungkinkan 

model melakukan klasifikasi secara langsung tanpa proses aktivasi non-linear bertingkat. Kecepatan 

konvergensi ini juga didukung oleh ukuran dataset yang kecil, yang mempercepat proses propagasi dan 

koreksi bobot. Dengan demikian, stabilisasi bobot dapat tercapai lebih awal dibandingkan model 

jaringan syaraf tiruan yang lebih kompleks, yang umumnya membutuhkan jumlah epoch lebih banyak 

untuk mencapai kestabilan.  

V. KE LSIMPULAN DAN SARAN 
Penggunaan model Single Layer Perceptron (SLP) dalam klasifikasi biner data kuesioner 

pelamar asisten laboratorium komputer menunjukkan hasil yang menjanjikan dalam mengotomatisasi 

proses seleksi berdasarkan pola dalam data. Dengan menggunakan parameter learning rate 0,1 dan 

threshold 0,5, model mampu mencapai akurasi sebesar 75% hanya dalam dua epoch, dengan presisi 

sebesar 100%, recall sebesar 50%, dan F1-score sebesar 66,67%.  

Meskipun jumlah epoch yang dibutuhkan tergolong sedikit, hal ini disebabkan oleh karakteristik 

data yang sederhana, jumlah fitur yang terbatas, serta penggunaan fungsi aktivasi step yang 

memungkinkan proses klasifikasi berjalan cepat dan langsung. Proses penyesuaian bobot terjadi lebih 

awal karena data yang relatif linear dan ukuran dataset yang kecil, sehingga model cepat mencapai 

stabilitas. Namun, recall yang rendah menunjukkan bahwa SLP masih mengalami keterbatasan dalam 

mendeteksi seluruh kasus positif. Oleh karena itu, meskipun SLP cukup efektif sebagai metode awal 

dalam klasifikasi berbasis kecerdasan buatan, peningkatan performa dapat dicapai melalui penggunaan 

model yang lebih kompleks seperti Multi-Layer Perceptron (MLP), yang mampu mengenali pola non-

linear dan menangani data dengan kompleksitas lebih tinggi.  

Selain itu, optimasi hyperparameter, pemilihan fungsi aktivasi yang lebih sesuai, serta teknik 

prapemrosesan seperti normalisasi dan penyeimbangan kelas, dapat meningkatkan kinerja klasifikasi 
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secara keseluruhan. Penelitian mendatang juga dapat mengeksplorasi pendekatan berbasis Deep 

Learning atau ensemble learning guna membangun sistem seleksi yang lebih akurat dan andal. 
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