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Abstrak: Minat mahasiswa untuk menjadi asisten laboratorium komputer perlu dianalisis guna memahami faktor yang
memengaruhinya. Penelitian ini menggunakan Jaringan Saraf Tiruan Single Layer Perceptron (SLP) untuk melakukan
klasifikasi biner terhadap data kuesioner pelamar asisten lab yang dikumpulkan melalui Google Forms. Model SLP dilatih
dengan bobot dan bias awal nol, laju pembelajaran 0,1, serta ambang batas 0,5. Hasil menunjukkan bahwa dalam dua
epoch, model mampu mengenali pola dengan akurasi 75%. Model ini memiliki presisi 100%, namun recall hanya 50%,
menghasilkan F1 Score sebesar 67%. Temuan ini menunjukkan bahwa SLP dapat mengolah data kuesioner dengan baik dan
memiliki potensi untuk diterapkan pada dataset yang lebih besar guna meningkatkan kinerja model.

Kata Kunci— Klasifikasi Biner, Jaringan Syaraf Tiruan, Model Single Layer Perceptron, Pengenalan Pola, Pelatihan
Model.

Abstract: Students' interest in becoming computer lab assistants needs to be analyzed to understand the factors that
influence it. This research uses a Single Layer Perceptron (SLP) Neural Network to perform binary classification on the
questionnaire data of lab assistant applicants collected through Google Forms. The SLP model was trained with initial
weights and biases of zero, a learning rate of 0.1, and a threshold of 0.5. The results show that within two epochs, the model
was able to recognize patterns with an accuracy of 75%. This model has a precision of 100%, but a recall of only 50%,
resulting in an F1 Score of 67%. These findings indicate that SLP can process questionnaire data well and has the potential
to be applied to larger datasets to improve model performance.

Keywords— Binary Classification, Artificial Neural Networks, Single Layer Perceptron Model, Pattern Recognition,
Model Training.

I. PENDAHULUAN

ARINGAN Syaraf Tiruan (JST) adalah salah satu pendekatan dalam kecerdasan buatan yang

terinspirasi oleh cara kerja otak manusia dan telah terbukti efektif untuk menyelesaikan berbagai

masalah komputasi, salah satunya klasifikasi [1][2]. Menurut [3], terdapat empat model klasifikasi
yang terkenal yaitu, Decision Tree, Jaringan Syaraf Tiruan, Regresi Logistik dan Naive Bayes.
Klasifikasi adalah pengelompokkan data atau objek baru ke dalam kelas atau label berdasarkan atribut-
atribut tertentu [4][5], yang dimulai dengan pengumpulan data, kemudian membaginya untuk dilatih
dengan data latih dan dievaluasi dengan data uji [6]. Dengan memanfaatkan pola dari data historis,
teknik ini digunakan untuk memprediksi atau menentukan label pada data baru. Dalam berbagai
aplikasi, klasifikasi telah diterapkan di bidang seperti diagnosis medis [7], deteksi penipuan, dan
analisis sentimen dalam teks.

Single Layer Perceptron (SLP) merupakan model matematika dari Artificial Neural Network
(ANN), yang diperkenalkan oleh Frank Rosenblatt pada tahun 1958. Model ini dianggap sebagai
konfigurasi paling sederhana dari JST [8] dan dirancang untuk menyelesaikan masalah klasifikasi biner
yang dapat dipisahkan secara linear [9]. SLP bekerja dengan menggabungkan fitur input dan bobot
melalui fungsi aktivasi untuk menghasilkan keluaran yang sesuai [10]. Pemilihan SLP dalam penelitian
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ini didasarkan pada beberapa alasan utama, salah satunya karena SLP memiliki struktur yang sederhana
sehingga mudah dipahami dan diterapkan dalam berbagai studi awal mengenai jaringan syaraf tiruan.
Model ini cukup efektif dalam menyelesaikan masalah klasifikasi biner yang dapat dipisahkan secara
linear, sehingga sesuai untuk skenario di mana data memiliki distribusi yang jelas. Meskipun sederhana,
SLP efektif dalam mengidentifikasi pola pada data biner [11] dan memberikan landasan penting bagi
pemahaman jaringan syaraf tiruan secara keseluruhan.

Dalam berbagai penerapannya, termasuk analisis data kuisioner, pengambilan keputusan
berbasis data biner sering kali menghadapi kendala ketika pola dalam data sulit dikenali secara
langsung. Misalnya, pada kuesioner pelamar asisten laboratorium komputer, beberapa responden
memilih untuk tidak menjadi asisten karena alasan ketidaksiapan psikis dalam membimbing mahasiswa
lain. Tantangan seperti ini menunjukkan perlunya metode analisis yang sistematis dan akurat untuk
mengklasifikasikan pola respons secara objektif. Dalam konteks ini, SLP dapat digunakan untuk
mengolah data kuesioner guna mengidentifikasi pola dan membantu proses pengambilan keputusan
berbasis data biner secara lebih terstruktur.

Penelitian ini bertujuan untuk mengimplementasikan Single Layer Perceptron dalam tugas
klasifikasi biner pada data kuesioner pelamar asisten laboratorium komputer. Masalah utamanya adalah
bagaimana menentukan kelayakan kandidat secara objektif dengan menggunakan data kuesioner yang
tersedia. Proses pemilihan asisten laboratorium sering kali dilakukan secara manual, yang dapat
menyebabkan subjektivitas dalam pengambilan keputusan. Oleh karena itu, penelitian ini berusaha
menawarkan solusi dengan menggunakan SLP sebagai model klasifikasi sederhana yang memiliki
kemampuan untuk mengotomatisasi proses seleksi yang didasarkan pada pola yang ditemukan dalam
data.

Dengan memanfaatkan model sederhana seperti SLP, penelitian ini diharapkan dapat
menjelaskan mekanisme kerja dasar JST serta menunjukkan penerapannya dalam menyelesaikan
masalah klasifikasi biner secara efektif. Selain itu, hasil penelitian ini dapat menjadi dasar untuk
pengembangan sistem seleksi berbasis kecerdasan buatan yang lebih kompleks dan akurat.

Il. TINJAUAN PUSTAKA

A. Jaringan Syaraf Tiruan

Jaringan Syaraf Tiruan (JST: Neural Network) merupakan paradigma pemrosesan informasi
yang terinspirasi oleh sistem syaraf secara biologis, sama seperti otak yang memproses suatu informasi
[12]. Ini merupakan representasi buatan dari otak manusia yang digunakan untuk memecahkan
permasalahan komputasi dan pengenalan pola. Istilah buatan disini digunakan karena jaringan syaraf
diimplementasikan dengan menggunakan program komputer yang mampu menyelesaikan sejumlah
proses perhitungan selama proses pembelajaran [13]. Dalam beberapa tahun terakhir, JST mengalami
perkembangan yang cukup baik walaupun sempat mengalami masa vakum selama bertahun-tahun [14].

B. Single Layer Perceptron (SLP)

Menurut [15], model jaringan Perceptron ditemukan pertama kali oleh Rosenbatt (1962) dan
Minsky — Papert (1969). Ini merupakan model yang memiliki aplikasi dan pelatihan yang paling baik
pada era tersebut. Perceptron merupakan salah satu bentuk jaringan sederhana, yang biasanya
digunakan untuk mengklasifikasikan suatu pola tipe tertentu yang sering dikenal dengan pemisahan
secara linear [16]. Pada dasarnya Single Layer Perceptron atau SLP memiliki bobot yang dapat diatur,
juga dapat digunakan dalam kasus untuk mengenali fungsi logika “AND” dengan masukan dan keluaran
bipolar.

Pada proses pembuatan arsitektur jaringan, kita harus mempunyai rancangan data yang akan
digunakan untuk membangun sebuah struktur jaringan. Data yang dibutuhkan seperti learning rate,
bobot, ambang batas (threshold), bias, jumlah variabel input, nilai variabel input dan target (output)
yang nantinya akan digunakan dalam proses pelatihan dan pengujian sistem.
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Gambar 1. Arsitektur JST Model Perceptron

Algoritma Perceptron dapat ditulis sebagai berikut :
1. Inisialisasi bobot dengan melakukan penyesuaian semua bobot dan threshold (e) untuk bilangan
acak terkecil atau sama dengan nilai 0.
2. Lakukan kalkulasi aktivasi dengan langkah berikut:
a. Hitung respons untuk output dengan rumus:

Yin = N1X1 W1 1)
Dimana W adalah bobot, Xi (I = 1,2,3,...,n dimana n adalah banyaknya lapisan input), dengan
threshold (e) sebagai berikut :

1jikay;, = 6
y=140jika—6 <y, <6 (2)
—1jikay;, < —60
b. Bandingkan nilai output dengan target. Jika y = t, maka tidak akan terjadi perubahan bobot dan
bias. Namun jika y # t, maka lakukan perubahan bobot dan bias dengan rumus sebagai berikut:
w; (baru) = w; (lama) + Aw (3)

b; (baru) = b; (lama) + Ab 4)

Dari penjelasan diatas dapat disimpulkan bahwa JST mendasari adanya proses belajar (latihan).
Oleh karena itu, Jaringan Saraf Tiruan yang akan digunakan harus dikenai pelatihan secara berulang-
ulang [17].

C. Klasifikasi Biner

Klasifikasi merupakan pengelompokan data, bisa berupa objek baru ke kelas atau label
berdasarkan atribut yang dimiliki. Klasifikasi biasanya dilakukan dengan menggunakan algoritma
pembelajaran mesin, yang akan mempelajari pola atau hubungan antara fitur-fitur yang dimiliki oleh
objek-objek dalam data latih, dan kemudian membuat model atau aturan-aturan untuk memprediksi
label atau kelas dari objek-objek yang belum diidentifikasi kelas nya dalam data uji [5].

Klasifikasi biner adalah jenis tugas dalam pembelajaran mesin [18] dan statistik yang
melibatkan pengelompokan data ke dalam salah satu dari dua kategori atau kelas yang sering disebut
kelas positif (1) dan kelas negatif (0), tentu dengan tujuan untuk mempelajari pola dari data yang
diberikan. Klasifikasi sendiri memiliki tantangan, diantaranya ketidakseimbangan kelas yang memiliki
jumlah data jauh lebih sedikit dibandingkan kelas lain, dan sering terjadinya overfitting [19] dimana
model bekerja sangat baik pada data latih tetapi buruk pada data uji.

D. Confusion Matrix

Confusion Matrix adalah tabel yang digunakan untuk menilai kinerja model klasifikasi dalam
machine learning dimana tabel menyatakan klasifikasi jumlah data uji yang benar dan salah [20]. Tabel
ini memberikan representasi prediksi yang dilakukan oleh model yang dibandingkan dengan label
sebenarnya [21][22]. Tabel ini berfungsi untuk menunjukkan bagaimana model menangani setiap kelas
yang ada di dalam dataset.

Confusion Matrix sendiri umumnya berbentuk tabel 2x2 [23] untuk kasus klasifikasi biner,
dimana tabel tersebut terdiri dari empat elemen utama, yaitu:
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True Positive (TP) : Jumlah data yang benar diprediksi sebagai kelas positif.

True Negative (TN) : Jumlah data yang benar diprediksi sebagai kelas negatif.

False Positive (FP) : Jumlah data yang salah diprediksi sebagai kelas positif (seharusnya negatif).
False Negative (FN) : Jumlah data yang salah diprediksi sebagai kelas negatif (seharusnya positif).

Eal AN

Dari confusion matrix, ada beberapa matriks evaluasi yang dapat dihitung, yaitu :

1. Accuracy, yaitu proporsi prediksi yang benar terhadap keseluruhan data.
TP+TN (5)

Accuracy = ———
Y = TPITN+FP+FN

2. Precision, yaitu proporsi prediksi positif yang benar terhadap semua prediksi positif.
TP

Precision = (6)
TP+FP
3. Recall, yaitu proporsi data positif yang benar-benar terdeteksi oleh model.
Recall = (7

TP+FN

4. F1-Score, yaitu rata-rata harmonis antara Precision dan Recall, yang berguna untuk data yang tidak
seimbang.

F1— Score =2

Precision X Recall (8)
Precision + Recall

I1l. METODE PENELITIAN
Penelitian ini merupakan penelitian kuantitatif, dengan menggunakan data berupa data kuesioner
terkait dengan pelamar asisten laboratorium. Adapun teknik pengumpulan datanya adalah dengan
menyebarkan kuesioner kepada mahasiswa yang berinteraksi dengan asisten laboratorium, khususnya
mahasiswa semester ganjil 2024/2025. Penyebaran kuesioner dilakukan secara online melalui platform
Google Form, sehingga memudahkan responden untuk mengisi kuesioner dengan cepat dan efisien.

Tabel 1 Instrumen Kuisioner

Instrumen Ke- Pertanyaan Jawaban

1 Apakah kamu senang berbagi ilmu dengan orang lain, baik secara lisan maupun  Ya/Tidak
tulisan?

2 Apakah kamu memiliki minat untuk belajar hal-hal terkait perangkat komputer serta  Ya/Tidak
pengembangan perangkat lunak dan aplikasi?

3 Apakah kamu senang belajar hal-hal baru terkait teknologi komputer, seperti  Ya/Tidak
merakit dan memperbaiki komputer, serta membuat program sederhana?

4 Apakah dengan menjadi asisten laboratorium ilmu komputer dapat membantu kamu  Ya/Tidak
untuk meningkatkan pengetahuan dan kompetensi serta membantu pengembangkan
diri kamu?

5 Apakah kamu siap untuk membimbing atau mengajar mahasiswa pada saat jam  Ya/Tidak
praktikum berlangsung dan dosen tidak dapat berhadir di laboratorium?

6 Apakah kamu berminat untuk mendaftar sebagai asisten laboratorium ilmu  Ya/Tidak

komputer tahun ajaran 2025?

Data kuesioner yang dikumpulkan dianalisis dengan menggunakan jaringan syaraf tiruan model
single layer Perceptron dengan menggunakan arsitektur pada Gambar 1.

IV. HASIL DAN PEMBAHASAN
A. Hasil
Tabel di bawah ini merupakan hasil pengumpulan data yang diambil langsung dari data
kuisioner yang telah disebarkan, terlihat peneliti memperoleh 78 data mahasiswa dari kuisioner tersebut.
Hasilnya adalah sebagai berikut:
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Tabel 2 Data Hasil Kuisioner

Variabel X1 Xo X3 Xa Xs Target
Mahasiswa 1 Ya Ya Ya Tidak Ya Ya
Mahasiswa 2 Ya Ya Ya Ya Ya Ya
Mahasiswa 3 Ya Ya Ya Ya Ya Tidak
Mahasiswa 4 Ya Tidak Ya Ya Ya Tidak
Mahasiswa 5 Ya Tidak Ya Ya Ya Ya
Mahasiswa 6 Tidak Ya Ya Tidak Tidak Tidak
Mahasiswa 7 Ya Ya Tidak Ya Ya Ya
Mahasiswa 8 Ya Ya Tidak Ya Ya Tidak
Mahasiswa 9 Ya Ya Ya Tidak Tidak Tidak

Mahasiswa 10 Tidak Tidak Tidak Tidak Ya Tidak
Mahasiswa 78 Tidak Tidak Ya Ya Tidak Tidak

Berdasarkan hasil yang ditampilkan pada Tabel 2, berikut adalah 4 sampel data yang diambil
dari hasil kuisioner yang digunakan untuk melakukan analisis komputasi model SLP, di antaranya :

Tabel 3 Data Hasil Kuisioner

Variabel Mahasiswa 1 Mahasiswa 2 Mabhasiswa 3 Mahasiswa 4
X1 Ya Tidak Ya Ya
X Ya Ya Ya Ya
X3 Ya Ya Ya Ya
X4 Tidak Tidak Ya Tidak
Xs Ya Tidak Ya Tidak
Target Ya Tidak Ya Tidak

Di bawah ini adalah data untuk analisis komputasi pada penelitian, di antaranya sebagai berikut:

Tabel 4 Data untuk Perhitungan Komputasi

X1 X X3 X4 X5 Target
1 1 1 0 1 1
0 1 1 0 0 0
1 1 1 1 1 1
1 1 1 0 0 0

Hasil penelitian di bawah ini menunjukan data yang dikumpulkan dapat dikenali dengan SLP.
Penelitian ini menghasilkan pengklasifikasian data kuesioner dengan tepat dimana pada Epoch ke-2,
pola sudah dapat dikenali dengan bobot dan bias awal 0 serta learning rate 0,1 dan ambang batas 0,5.
Hasil penelitian dapat dilihat pada Gambar 2 di bawah ini:

\ Perabiaban Bobot Bolbsot Baru
Masukan ! Target [Saw + b Outpur Aw = st Wikers) = Wissi ¢ Aw
! ab = =1 D = bowsay + Al
w | w » w | l [ - y=floery)|  Awr l Awz l Awa Aws | dwr | 4Ab w1l w2 w) wi wr b
LE ° 0 0 L8 o
ol ot 01 0 o1 ot L) ol o, o o 0,1
o o 01 L 1 ot L) o1 o1 0 03 01
o 0,1 0 ol o1 01 01 o L] o 01
o0 01 o0 LA ot o 0,1 o1 0 (8] 01
oy [ o [ en | en [ wy | ax | on | o [ ux | w3
o1 o o1 LAY 01 LAY o1 0 01 01
01 o a1 ot o1 0,1 01 a o1 01
0.1 o L] o1 0.t 0,1 01 L) 02 01

Gambar 2. HasilPenelitian

B. Pembahasan

Berdasarkan data hasil untuk analisis komputasi pada Tabel 4, lakukan perhitungan manual
dimana 0 adalah untuk keluaran “Tidak” dan 1 untuk keluaran “Ya”, dengan bobot dan bias awal,
learning rate, serta threshold sebagai berikut:
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Bobot awal (w) =0 dengan
_'?r']as ar‘]’v?('j ((b)) = 8 - 1jika yy, = 6
reshold (e = .
i s y=40jika-60 <y, <6
Learning rate (n) =01 1 jika yy, < -8
Dengan ketentuan di atas, maka hitung pada epoch ke-1

1. Padapola(1,1,1,0,1)>t=1
1x0)+(1x0)+(1x0)+(0x0)+(1x0)+0=0,makay=0Kkarena —6 <y;, < 6
Karena output tidak sesuai dengan target, maka lakukan perubahan bobot.

Aw =1 .t.X; w; (baru) = w; (lama) + Aw
Aw;=0,1x1x1=0,1 w;=0+01=0,1
Aw;=0,1%x1x1=0,1 w,=0+0,1=0,1
Aw3=0,1%x1x1=0,1 w3=0+01=0,1
Aws=0,1%x1x0=0 w;=0+0=0
Aws=0,1x1x1=0,1 ws=0+0,1=0,1
Ab=0,1%x1=0,1 b=0+0,1=0,1

2. Padapola(0,1,1,0,0)>t=0
(0x01)+(1x0,1)+(1%x01)+(0x0)+(0%x0,1)+0,1=0,3, makay=0karena —60 <y;, < 6
Karena y sesuai dengan target, maka tidak terjadi perubahan bobot.

3. Padapola(1,1,1,1,1)>t=1
(1x01)+(1x01)+(1x01)+(1x0)+(1%x0,1)+0,1=0,5 makay=1Kkarenay;, = 6
Karena y sesuai dengan target, maka tidak terjadi perubahan bobot.

4. Padapola(1,1,1,0,00>t=0

(1x01)+(1x01)+(1%x01)+(0x0)+(0%x0,1)+0,1=0,4, makay=0karena—60 <vy;, < 6
Karena y sesuai dengan target, maka tidak terjadi perubahan bobot.

Tabel 5 Tabel Perbandingan pada Epoch-1

Target (t) Prediksi (p)
1 (Tidak Terpenuhi) 0
0 (Terpenuhi) 0
1 (Terpenuhi) 1
0 (Terpenuhi) 0

Dari Tabel 5 di atas, ada 1 pola lagi yang masih belum terpenuhi, maka perhitungan akan

dilanjutkan ke epoch ke-2, dengan bobot awal dan bias, learning rate dan threshold masih sama seperti
perubahan bobot yang terakhir dilakukan.

1.

Padapola(1,1,1,0,1)>t=1
(1x01)+(1x0,1)+(1%x01)+(0x0)+(1%x0,1)+0,1=0,5 makay=1karenay;, > 6
Karena y sesuai dengan target, maka tidak terjadi perubahan bobot.

Padapola(0,1,1,0,0)>t=0
0x01)+(1x0,1)+(1%x01)+(0x0)+(0%x0,1)+0,1=0,3, makay=0karena —0 <y;, < 6
Karena y sesuai dengan target, maka tidak terjadi perubahan bobot.

Padapola(1,1,1,1,1)>t=1
(1x01)+(1x01)+(1%x01)+(1x0)+(1x0,1)+0,1=0,5 makay=1karenay;, > 6
Karena y sesuai dengan target, maka tidak terjadi perubahan bobot.

Padapola(1,1,1,0,0)>t=0
(1x01)+(1x0,1)+(1%x01)+(0x0)+(0x0,1)+01=0,4, makay=0karena—60 <y;, < 6
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Karena y sesuai dengan target, maka tidak terjadi perubahan bobot.
Tabel 6. Tabel Perbandingan pada Epoch-2

Target(t) Prediksi (p)
1 (Terpenuhi) 1
0 (Terpenuhi) 0
1 (Terpenuhi) 1
0 (Terpenuhi) 0

Dari Tabel 6 di atas, seluruh pola sudah berhasil dikenali semuanya pada epoch ke-2. Pola dapat
dikenali dengan menggunakan bobot awal 0 dan bobot baru w; = 0,1, w, = 0,1, w3 = 0,1, wy = 0, ws =
0,1, dan b = 0,1. Serta dengan menggunakan learning rate 0,1 dan threshold 0,5. Setelah pola berhasil
dikenali pada epoch ke-2, maka lakukan pengujian program dengan menggunakan Google Colab.

3% fEpoch 1: Akurasi = 50,008

Epoch 2: Akurasi S0, X

Mode] mencapai stabilisasi pada epoch 2

Performa Single Layer Perceptron

S0 4

ras |
°*
L

Ak

48 4

' ' ’ ’ . 4
10 1.2 L4 L6 LB 2.0
Epoch

Gambar 3. Hasil Pengujian Program Perhitungan Manual

Setelah pola berhasil dikenali dengan program, tahap selanjutnya adalah melakukan perhitungan
confusion matrix secara manual, dengan menggunakan data pelatihan pada Tabel 7.

Tabel 7 Data Pelatihan untuk Confusion Matrix

X1 Xo X3 Xa Xs Target Prediksi
1 1 1 0 1 1 0
0 1 1 0 0 0 0
1 1 1 1 1 1 1
1 1 1 0 0 0 0

Confusion Matrix disusun dengan cara menghitung jumlah True Positive (TP), False Positive
(FP), False Negative (FN), dan True Negative (TN) dari data hasil prediksi.

True Positive (TP) adalah kondisi ketika model memprediksi nilai positif dan sesuai dengan
target sebenarnya. False Positive (FP) terjadi ketika model memprediksi nilai positif, tetapi target
sebenarnya adalah negatif. False Negative (FN) merupakan kondisi ketika model memprediksi nilai
negatif, tetapi target sebenarnya adalah positif. Sementara itu, True Negative (TN) terjadi ketika model
memprediksi nilai negatif dan sesuai dengan target sebenarnya. Berikut ini tabel hasil perhitungan
confusion matrix:

Tabel 8 Hasil Confusion Matrix

Klasifikasi Aktual Prediksi Positif (1)  Prediksi Negatif (0)
Positif (1) TP=1 FN=1
Negatif (0) FP=0 TN=2
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Dengan Tabel 8, lakukan evaluasi model yang dapat dilakukan dengan menghitung matriks
seperti Accuracy, Precision, Recall, dan F1-Score. Berikut ini perhitungan manual confusion matrix

[24]:
TP+TN 1+2 3
1. Accuracy = = = =-=0,75
TP+TN+FP+FN 1+2+0+1 4

Dimana 0,75 x 100% = 75%

2. Precision = L 1,0
TP+FP 140 1

Dimana 1,0 x 100% = 100%

3. Recall= —=—= 1 =1 0,5
TP+FN 1+1 2
Dimana 0,5 x 100% = 50%
Precision X Recall 1,0X0,5 E _

4. F1—Score =2 Precision + Recall 1,0+ 0,5 Z 15 0,67

Dimana 0,67 x 100% = 67%

Berdasarkan perhitungan di atas, dapat dijelaskan bahwa algoritma Single Layer Perceptron

(SLP) mampu memprediksi dengan tingkat akurasi sebesar 75%, yang berarti 3 dari 4 data berhasil

diprediksi dengan benar.

a. Untuk nilai Precision mencapai 100%, menunjukkan bahwa semua prediksi positif model benar-
benar sesuai dengan target positif. Dengan kata lain, model sangat andal dalam memastikan
prediksi positifnya.

b. Untuk nilai Recall hanya 50%, yang berarti model hanya mampu mendeteksi separuh dari total
target positif yang ada.

c. Sedangkan untuk nilai F1-Score sebesar 67%, memberikan gambaran rata-rata harmonis antara
precision dan recall, mencerminkan keseimbangan kinerja model dalam deteksi target positif.

Secara keseluruhan, model memiliki tingkat presisi yang tinggi, tetapi kemampuan untuk
mendeteksi target positif secara menyeluruh masih perlu ditingkatkan.

Setelah pola berhasil dikenali, tahap selanjutnya adalah melakukan pengujian algoritma dengan
menggunakan Google Colab.

S+ Confusion Matrix:
[[2 o]
[1 1]]

Classification Report:

precision recall fi1-score  support

5] .67 1.00 0.80 2

1 1.00 9.50 0.67 2

accuracy .75 4
macro avg 0.83 0.75 8.73 4
weighted avg 0.83 0.75 .73 4

Gambar 4. Hasil Pengujian Accuracy, Precision, Recall, dan F1-Score
Sesuai dengan perhitungan confusion matrix yang telah dilakukan, didapatkan hasil akurasi
sebesar 0,75 atau 75%, presisi sebesar 1,0 atau 100%, recall sebesar 0,5 atau 50%, dan F1-Score
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sebesar 0,67 atau 67%. Dibutuhkan hasil dari evaluasi akhir untuk membuktikan bahwa hasil
keseluruhan perhitungan sudah dilakukan sesuai dengan rumus.

B .o

stabilicesi pade wpoch 4

Performa Single Layer Perceptron

100 + »> T .

Akurasi (%)
S

Gambar 5. Hasil Evaluasi Akhir

Hasil eksperimen menunjukkan bahwa model Single Layer Perceptron (SLP) mampu mencapai
akurasi sebesar 75% pada epoch ke-2, dengan nilai presisi sebesar 100%, recall sebesar 50%, dan F1-
score sebesar 66,67%. Meskipun jumlah epoch relatif sedikit, hal ini dapat dijelaskan melalui
karakteristik dataset yang sederhana dan jumlah fitur yang terbatas, sehingga memudahkan proses
penyesuaian bobot pada tahap awal pelatihan.

Selain itu, penggunaan fungsi aktivasi step function yang bersifat deterministik memungkinkan
model melakukan klasifikasi secara langsung tanpa proses aktivasi non-linear bertingkat. Kecepatan
konvergensi ini juga didukung oleh ukuran dataset yang kecil, yang mempercepat proses propagasi dan
koreksi bobot. Dengan demikian, stabilisasi bobot dapat tercapai lebih awal dibandingkan model
jaringan syaraf tiruan yang lebih kompleks, yang umumnya membutuhkan jumlah epoch lebih banyak
untuk mencapai kestabilan.

V. KESIMPULAN DAN SARAN

Penggunaan model Single Layer Perceptron (SLP) dalam klasifikasi biner data kuesioner
pelamar asisten laboratorium komputer menunjukkan hasil yang menjanjikan dalam mengotomatisasi
proses seleksi berdasarkan pola dalam data. Dengan menggunakan parameter learning rate 0,1 dan
threshold 0,5, model mampu mencapai akurasi sebesar 75% hanya dalam dua epoch, dengan presisi
sebesar 100%, recall sebesar 50%, dan F1-score sebesar 66,67%.

Meskipun jumlah epoch yang dibutuhkan tergolong sedikit, hal ini disebabkan oleh karakteristik
data yang sederhana, jumlah fitur yang terbatas, serta penggunaan fungsi aktivasi step yang
memungkinkan proses klasifikasi berjalan cepat dan langsung. Proses penyesuaian bobot terjadi lebih
awal karena data yang relatif linear dan ukuran dataset yang kecil, sehingga model cepat mencapai
stabilitas. Namun, recall yang rendah menunjukkan bahwa SLP masih mengalami keterbatasan dalam
mendeteksi seluruh kasus positif. Oleh karena itu, meskipun SLP cukup efektif sebagai metode awal
dalam Klasifikasi berbasis kecerdasan buatan, peningkatan performa dapat dicapai melalui penggunaan
model yang lebih kompleks seperti Multi-Layer Perceptron (MLP), yang mampu mengenali pola non-
linear dan menangani data dengan kompleksitas lebih tinggi.

Selain itu, optimasi hyperparameter, pemilihan fungsi aktivasi yang lebih sesuai, serta teknik
prapemrosesan seperti normalisasi dan penyeimbangan kelas, dapat meningkatkan kinerja klasifikasi
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secara keseluruhan. Penelitian mendatang juga dapat mengeksplorasi pendekatan berbasis Deep
Learning atau ensemble learning guna membangun sistem seleksi yang lebih akurat dan andal.
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